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Variance-Based Color Image 
Quantization for Frame Buffer 
Display 

Color image quantization is a process of representing an 
image with a small number of well selected colors. In this 
article an algorithm for multidimensional data clustering 
(termed the variance-based algorithm), bused on the cri- 
terion of minimization of the sum-of-squared error, is ap- 
plied to rhe problem o j  reducing the number of  color.^ uJed 
to repreyent a given color image. The suitability of the sum- 
of-squared error criterion for measuring the similarity be- 
tween the original and quantized images is examined using 
a digitized image and a computer-generated image. The 
experimental results indicate that this tv-ror measure is bas- 
ically consistent with the perceived quality of the quantized 
image. The performanre ojthe variance-bused algorithm is 
compared with that of other algorithms .for color image 
quantization in terms of quantization error, image yuulity, 
und computational time. Dithered images generated using 
the color3 $elected by the variance-based and the median- 
cut algorithms are also presented. 

Introduction 

Color image quantization is a process of representing an 
image with a small number of carefully selected colors. The 
need for quantization commonly arises when small frame 
buffers are used for reproduction of color images. Although 
one can use a wide gamut of colors, only a limited number 
K of them can be displayed simultaneously.' Thus, if the 
number of colors in the original image exceeds K ,  it must 
be reduced to K before image display. This process has been 
referred to as color image quantization,2 although the term 
color compression might be more suitable. The authors pro- 
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posed an algorithm for multidimensional data clustering 
(termed the variance-based algorithm), based on the cri- 
terion of minimization of the sum-of-squared In this 
article, the variance-based algorithm is applicd to the prob- 
lem of reducing the number of colors used to represent a 
given color image. The quantization of a given color image 
consists of two stages: the selection of an appropriate set 
of representative colors, and the mapping of the original 
color set into the reduced color set. The optimization goal 
is to make the perceived difference between the original 
image and its quantized representation as small as possible. 

Human color vision is an extremely complicated and not 
yet fully understood p r o c e ~ s . ~ . ~  It is very difficult to for- 
mulate a definitive solution to the image quantization prob- 
lem in terms of perceived image quality. In  fact, there is 
no good objective criterion available for measuring the per- 
ceived image similarity. In this paper, we use the sum-of- 
squared error to measure the difference between the original 
image and its quantized representation. We show that this 
measure can reasonably capture the perceived image quality 
although it is derived under a simplifying assumption that 
the spatial correlations among pixels are not taken into ac- 
count. 

Let = { ( r .  g ,  b)10 r. g, L) 225)  be the RGB color 
space.' Let ( x ,  y) E I x I be the spatial coordinate of a 
pixel, where I is the integer set. A digital image is defined 
as a mapping which assigns a color to each pixel: 

h : I  x I + C c R ,  t l t  - where C = c,, c2 ,  . . . , 7,) is a set of colors used in 
the digital image. A quantized image is a mapping defined 
by 

, f : l  x I - R C R ,  ( 2 )  
-+ -+ where R = p,, r 2 ,  . . . , r K }  is a set of representalivc 

COLOR research and application 



colors used in the quantized image. Typically, N is much 
larger than K .  Note that R is not necessarily a subset of C .  

The replacement of a pixel color zi = ( r ,  g, b )  E C in 
the original image by a representative color r (  c i )  = ( r ’ ,  
g ’ ,  h’) E R introduces a quantization error measured by the 
square of the Euclidean distance: 

-.+- 

)I 2: - T(Zi) 1) 
= ( r  - Y’)‘ + ( g  - g’)2 + ( b  - b’)2.  (3) 

The total quantization error of image f is defined as the 
average error for all M pixels in the image: 

1 
D(h,  f )  = - c II h(x ,  Y) - Ax, Y) II 2 .  (4) 

M ( x . y i E r x i  

It should be noted that in this measure each pixel is treated 
independently. The spatial correlations among pixels are 
not taken into account. 

Let p (TI), p G2), . . . , p GN) denote the relative oc- 
currence frequencies of the colors T I ,  z2, . . . , c N  used 
in a digital image. Eq. (4) can then be rewritten as the sum- 
of-squared error [61: 

-+ 

N 

Tei) E R .  

Given a set of representative colors R ,  the best substitute 
for a color 2; is obviously the color in R nearest to Ti ,  
namely, 

Our objective now is to find a set of K representative colors 
that minimizes the sum-of-squared error defined by Eq. (5). 
This problem appears to be at least as difficult as the con- 
struction of an optimal binary decision tree. The latter is 
known to be NP-complete7 if the global minimum solution 
is sought.* A local minimum solution to this problem can 
be obtained by the k-means iterative procedure.’.’’ How- 
ever, the computation required for the procedure to converge 
can easily become unacceptable for large problems. More 
efficient algorithms include the median-cut ‘ , I 2  

the mean-split algorithm” and the variance-based algo- 
rithm.3 For detailed analysis of these algorithms see Wan 
et al.3 

All of the above algorithms operate in the 3-dimensional 
RGB color space. In contrast, the Peano scan m e t h ~ d l ~ . ’ ~  
employs the Peano curve to transform a 3D RGB color 
histogram into a 1D histogram. Quantization is performed 
on the ID histogram, using a monochromatic image quan- 
tization algorithm. The resulting values are then mapped 
back into the 3D color space using the one-to-one corre- 
spondence between the two spaces. An obvious disadvan- 
tage of this approach is that some of the neighboring rela- 
tionships in the 3D color space are not properly preserved 
in the 1D space. Koo-Yam-TooI5 reported that using the 
algorithm described by Wong et a1.16 to quantize the 1D 
histogram, the Peano scan method is inferior to the variance- 

based method in the sense of quantization error and the 
perceived image quality. 

In the subsequent sections, we first describe the imple- 
mentation details of the variance-based algorithm for color 
image quantization. Next, we examine the suitability of the 
sum-of-squared error criterion for measuring the similarity 
between the original image and its quantized representation. 
The performance of the variance-based algorithm and other 
algorithms for color image quantization is evaluated using 
a digitized color image and a computer-generated color im- 
age. Finally, we address some open problems in color image 
quantization for further studies. 

Implementation of the Variance-based Algorithm for 
Color Image Quantization 

Let LRL C LR be a sub-box. The mean (centroid) and variance 
of flL are defined by 

(7) 

where wL = &.,=aL p ( 2 )  is the weight of the sub-box LRL. 
The weighted variance 6; of LRL is defined by 

&; = C 11 7 - Z L  / /  ~ ( 7 )  = w L u ~ ,  (8) - r€nL 

which gives the quantization error resulting from mapping 
all the colors within LRL into the mean GL = (pr ,  kn, p b )  

of the sub-box. Suppose that RL is bounded by rl S r s 
r2, g, S g S g 2  and bl S b S b2. The weighted variance 
can be computed as follows: 

6; = WL (u? + u; + a;) 
‘2 g 2  

= 2 r2 p r . .  + 2 g2 p.8. (9) 
r = r l  g=g1 

b2 
+ b2 P .b - WL (CL; + W i  f Fi), 

b = b l  

where 

r = r l  b = b l  

r = r l  g = g l  

are the projected distributions, and uf, u:, at are the pro- 
jected variances along the red, green, and blue axes, re- 
spectively. 

Consider a sub-box aL. Let QL = (pr,  P [ + ~ ,  . . . , pm) 
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TABLE I .  Pseudo-code of the variance-based color image quantization algorithm. 

ALGORITHM: Variance-based algorithm for color image quantization. 
INPUT: (1) A full-color image h, 

(2) K: the number of representative colors desired. 
OUTPUT: A quantized image f containing K colors. 

Procedure VB(h, K); 

integer colormap[K][3],i, j ;  
real frequency[32][32][32]; 
structure box { 

1; 
structure record { 

) subbox[K]; 

I* step 1: initiation '/ 
read in the input image h pixel by pixel and calculate the frequency of each color used in this image (5 bits for each color component); 

the array frequency[32][32](32] forms the initial box; 
subbox[O].boundaries : = boundaries of the initial box; 
subbox[0].weighted~variance : = 100; 

/* step 2: iterative subdivision of the initial box */ 
for i := 1 to K - 1 do begin 

integer r l ,  r2,  gl, g2, bt, b i  

real weighted-variance; 
structure box boundaries; 

begin 

select the subbox J with the largest subbox~].weighted-variance; 
obtain the projected distributions by projecting all the points in the 

for each projected distribution, calculate the optimial threshold from eq. (12) and compute the weighted sum of projected variances of 

the partition plane is chosen to be perpendicular to the axis with the minimum weighted sum of projected variances and passes 

compute the weighted variance for each of the two new sub-boxes from eq. (9); 
subbox[i] : = boundaries and weighted variance of the sub-boxl ; 
subboxV] : = boundaries and weighted variance of the sub-box2; 

subbox j onto each of the color axes; 

the two intervals; 

through the optimal threshold; 

end; /* for */ 

i' step 3: finding the K representative colors */ 
compute the centroids of the individual K sub-boxes, which form the colormap[K][3]; 

/' step 4: displaying the quantized image f */ 
replace the color of each pixel in the original image h by the closest color in the colormap [K][3]; 

end 

be a projected distribution along an axis (for example, Pr , . ) .  
Let t be a threshold which splits QL into two intervals: ( p ) ,  
P I +  I ,  . . . , ~ ~ - 1 )  and (P,, P ~ + I ,  . . . , Pin). Let v1, v2 be the 
representatives assigned to the two intervals, respectively. 
The sum-of-squared error induced by this quantization is 
given by: 

r - l  

in in 

+ ( i  ~ v212 p i ,  pi = 1. 
i = f  1 = /  

TABLE II. Total quantization errors. 

Wong et has shown that to minimize E ( v l ,  t ,  vz), the 
representatives must be the means of the two intervals (i.e., 
v ,  = k , ,  v2 = p2) and the optimal threshold is determined 
by 

t,l = m-g Max 1' ( k  ~ k Y J .  (12) 
w2 

2 2 

where w,, w2 are the weights of the intervals and p is the 
mean of the projected distribution QL. 

In our implementation, the color image quantization pro- 
cedure consists of the following steps: 

Images Colors Median-cut Mean-split Variance-based K-means 

8 
64 

256 

6.2507 
0.4824* 
0.0832 

4.1359 
0.3913* 
0.0745 

3.01 15 
0.2755' 
0.0379 

2.9286 
0.2659' 
0.0377 

32 5.1930* 4.4209' 3.0976' 2.8306' 
Deck 64 2.3624 2.0840 1.0786 1.0259 

256 0.3809 0.3602 0.1823 0.1722 
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FIG. 1. 64-color quantized images of the Girl. (a) The original image; (b) the median-cut algorithm; (c) the mean-split algorithm; 
(d) the variance-based algorithm; and (e) the k-means algorithm. 

FIG. 2. 32-color quantized images of the Observation Deck. (a) The original image: (b) the median-cut algorithm: (c) the 
mean-split algorithm: (d) the variance-based algorithm; and (e) the k-means algorithm. 
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FIG. 3. 8-color dithered images of the Girl. (a) The median-cut algorithm; and (b) the variance-based algorithm. 

1 .  

2. 

3. 

4. 

5. 

represent the color of each pixel in the original image 
as a point in the RGB color space; 
partition the color space into K disjoint sub-boxes by 
the variance-based algorithm; 
choose the centroids of the K sub-boxes to be the 
representative colors; 
replace the color of each pixcl in the original image 
by the representative color closest to it; 
and enhance the quality of the quantized image by the 
dithering technique (optional). 

The occurrence frequencies of colors in an image deline 
a 3D histogram in the RGB color space. To keep the his- 
logram size within a reasonable limit (so that no paging is 
rcquired to fit the histogram in main memory) and to reduce 
the computational time, we use a color resolution of 5 bits 
for each color component, that is, the frequency array has 
32 X 32 x 32 elements. As Heckbert' observed, this reso- 
lution is usually sufficient for color image quantization. 

Thc variance-based quantization algorithm succcsaively 
subdivides the color space R into smaller rectangular sub- 
boxes. A sub-box array is used to keep track of the partition 
of the color space. Each entry in the array contains the 
information about the boundaries and the weighted variance 
of a sub-box. At each step of the subdivision the sub-box 
with the largest weighted variance is selected to be parti- 
tioned into two smaller sub-boxes. To choose an appropriate 
partition plane, we first obtain the distribution of colors by 
projecting all points within the sub-box onto each axis. For 
each projected distribution, we determine the optimal threshold 
from eq. (12) and compute the weighted sum of projected 
variances of the two resulting intervals. The partition plane 
is chosen to be perpendicular to the axis with the smallest 
weighted sum of projected variances, and passes through 
the optimal threshold. The sub-box is then replaced by the 
two smaller sub-boxes. The above procedure is repeated 
until the total number of sub-boxes is equal to K ,  the desired 
number of representative colors used in the quantized image. 

The centroids of the K resulting sub-boxes are chosen to 
be the representativc colors. Truncation is performed for 
the centroids whose entries are not integers. The quantized 
image f is generated by assigning each color in the original 
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image to its nearest representative color. (Note that the 
nearest representative color of a color is not necessarily the 
centroid of the subbox containing it.) This mapping oper- 
ation can be pcrformed efficiently by employing the locally 
sorted search technique.' Since contouring effects can be- 
come objectionable when a small number of representative 
colors is used, a dithering technique can be applied to en- 
hance the perceived quality of the quantizcd image. 

The detailed pscudo-code of the variance-based color im- 
age quantization algorithm is in Table I .  

Experimental Results 

Two full-color images werc used in our experiments: Girl: 
adigitized image with 256 x 256 pixels and 15606 colors," 
and Observation Deck: a computer-generated image with 
512 X 512 pixels and 16522 colors.$ Each pixel is rep- 
resented by 24 bits, 8 bits per color component (RGB).  The 
components are represented by integers ranging from 0 through 
255. 

Our experiments were designed for the following pur- 
poses: (i) to examine the applicability of the sum-of-squared 
error to measure the perceived quality of the quantized im- 
age; (ii) to evaluate the performance of the variance-based 
algorithm and compare it with other color image quanti- 
zation algorithms in terms of quantization error, perceived 
image quality and computational time; (iii) to compare the 
perceived quality of the dithered images generated using the 
colors selected by the variance-based algorithm and the well- 
known median-cut algorithm. 

Quantization Error and Imuge Quality 

The median-cut, mean-split, and variance-based algo- 
rithms are applied to quantize the two images using 8, 32, 
64, and 256 colors, respectively. In all cases, color reso- 

*The USC-Image Processing Institute Data Base, Image Processing 

+Copyright by Darwyn Peachey, University uf Saskatchewan, Canada, 
Institute. University of Southern California, Los Angclcn, 1981 

1985. 
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lution of input images is reduced to 5 bits per component 
before the application of the quantization algorithms. The 
total quantization errors introduced by these algorithms are 
listed in Table 11. 

In contrast to the above algorithms, which terminate once 
the K representative colors are derived, the k-means pro- 
cedure starts with K initial colors. They are updated step 
by step to reduce the quantization error. This process repeats 
until no further improvement occurs. The initial colors can 
be arbitrarily chosen, or obtained by another algorithm. The 
results listed in the last column of Table I1 were obtained 
using colors produced by the variance-based algorithm as 
the initial color set. 

Figure 1 shows the 64-color quantized images of the Girl 
generated by different algorithms. The 32-color quantized 
images of the Observation Deck are given in Fig. 2. The 
quantization errors of all the displayed images are marked 
by * in Table 11. 

Contours are apparent on the face of the Girl in Fig. l b  
(the median-cut algorithm) and on the sleeve in Fig. l c  (the 
mean-split algorithm). In contrast, Fig. Id (the variance- 
based algorithm) exhibits very little contouring effects. The 
quantization error of Fig. l e  (the k-means algorithm) is 
slightly lower than that of Fig. Id. However, the difference 
between the corresponding images can hardly be observed. 

For the Observation Deck, the median-cut algorithm fails 
to reproduce the words on the screens and the map (see Fig. 
2b). Furthermore, a contour surrounding the figure on one 
of the screens can be observed. Although a noticeable im- 
provement is achieved by the mean-split algorithm as shown 
in Fig. 2c, the contour is still present around the figure, the 
words on the screens are blurred and part of the floor pattern 
disappears. On the other hand, the image in Fig. 2d, ob- 
tained from the variance-based algorithm, reproduces all the 
details in the original image. The k-means iterative proce- 
dure slightly reduces the quantization error over the initial 
color selection derived using the variance-based algorithm. 
However, the perceived image quality does not turn out this 
way. Fig 2e is apparently worse than Fig. 2d. 

The above observations indicate that the quality of the 
quantized image is basically consistent with the correspond- 
ing quantization error. However, in some cases a slightly 
lower quantization error does not yield a perceivable im- 
provement of image quality. Specifically, in our examples, 
the k-means iterative procedure reduced the quantization 
errors over the variance-based algorithm, but this did not 
lead to images of higher perceived quality. Two questions 
naturally arise: is it worthwhile to run the k-means algorithm 

TABLE Ill. Computational time (in seconds) of the 
median-cut algorithm. 

Deck (512 x 512 pixels) 

Colors Total time Partition time Total time Partition time 

Girl (256 x 256 pixels) 

over the color selection derived by the variance-based al- 
gorithm, and is there an error measure which would be more 
consistent with the perceived image quality than the sum- 
of-squared error? These questions are further discussed in 
the Conclusions section. 

Computational Time 

Our experiments were performed on a Silicon Graphics 
IRIS 3130 machine. Tables I11 through V present the total 
run time and the partition time required by different algo- 
rithms for different sizes of images and different numbers 
of representative colors. The same size of 3D histogram 
(32 X 32 x 32) is maintained throughout all the experiments. 
The total run time refers to the period from reading the 
image data file to completing the display of the quantized 
image, i.e., step I through step 4 in Procedure VB(h, K ) .  
The partition time only includes the time required for sub- 
dividing the color space into K sub-boxes, i.e., step 2 in 
Procedure VB(h,  K ) .  Most of the time is spent on reading 
an image from disk and redrawing the quantized image on 
the screen. 

It can be seen from these tables that the total run time 
and partition time required by the median-cut and mean- 
split algorithms are approximately the same as that required 
by the variance-based algorithm. Thus, the improvement in 
image quality resulting from the use of the variance-based 
algorithm is achieved without a substantial increase in com- 
putational time. 

Dithering Techniques 

The quality of the quantized images can be improved by 
dithering techniques. The main effect of dithering is to prop- 
agate the quantization error introduced at each pixel to its 
neighbors. As perceived by the human eye, the average 
intensity of several pixels in a small region produces an 
additional color. In this way, the contouring effects can be 
reduced considerably. The existing dithering techniques in- 
clude error diffusion,'7.'8 ordered dithe~-, '~.~'  dot diffu- 
sion,2' Peano curves,22 and blue-noise dither.23 The dith- 
ering technique used in our experiments is from Floyd and 
Steinberg." The 8-color dithered images of the Girl are 
shown in Fig. 3. It can be seen that the dithered Fig. 3b 
based on our selection of color representatives is much better 
than Fig. 3a produced by using the median-cut algorithm. 

TABLE IV. Computational time (in seconds) of the 
mean-split algorithm. 

Girl (256 x 256 pixels) Deck (512 x 512 pixels) 

Colors Total time Partition time Total time Partition time 
~~~ ~ 

8 16 2 66 3 
64 18 3 71 5 

256 29 5 88 8 

8 17 2 69 4 
64 19 4 75 7 

256 30 6 91 11 
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TABLE V. Computational time (in seconds) of the 
variance-based alaori t hm. 

Girl (256 x 256 pixels) Deck (512 x 512 pixels) 

Colors Total time Partition time Total time Partition time 

a 17 2 67 3 
64 19 4 74 6 

256 32 7 93 10 

Conclusions 

We have shown that under the assumption of pixel inde- 
pendence, the color image quantization problem can be re- 
duccd to that of minimizing the sum-of-squared error. Our 
experimental results indicate that this criterion is basically 
consistent with the perceived image quality. 

It is not surprising that the variance-based algorithm is 
able to produce quantized images of higher quality than 
those generated by other methods, because it is specifically 
designed for minimizing the sum-of-squared error. 

Some problems open for further research are listed below: 

Although the RGB color space is widely used for color 
image quantization, it is not necessarily the best choice. 
An obvious problem with RGB is that it is not a per- 
ceptually uniform space. In other words, the distance 
between two colors in the RGB space is not necessarily 
consistcnt with the perceived difference between these 
two colors. On the other hand, it has been shownz4 that 
a 3D luminance/chromaticity space, formed by 
MacAdam’s 2D chromaticity domain complemented with 
a logarithmic luminance ~oordinate,~’ exhibits better 
visual homogeneity and linearity properties. It would 
be interesting to investigate how much improvement 
can be gained by partitioning a perceptually uniform 
color space rather than the RGB space. 
In the median-cut, mean-split, and variance-based al- 
gorithms, the partition plane is always perpendicular to 
one of the color axes. This restriction greatly simplifies 
the algorithm. Obviously, using more general partition 
planes would lead to smaller quantization errors. It is 
not clear, however, if the improved image quality ob- 
tained by such a technique would warrant the higher 
computational cost. 
The total quantization error defined by Eq. (4) seems 
to be a reasonable measure of the difference between 
the original image and its quantized reprcsentation. 
However, it does not explain the dramatic improvement 
of the perceived image quality resulting from dithering. 
It would be useful to introduce a more suitable criterion 
to measure the similarity between images as perceived 
by the human eye. Intuitively, such a measure should 
take into account the spatial correlations among pixels. 
On the other hand, it seems unlikely that a perfect image 
similarity measure with only one quantity involved would 
exist. This is simply because an image usually carries 
a tremendous amount of information that can hardly be 
measured by a single parameter. 
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