
Appendix A

Software environment for
plant modeling

This book is illustrated with images of plants which exist only as math-
ematical models visualized by means of computer graphics. The soft-
ware environment used to construct and experiment with these models
includes dozens of programs and hundreds of data files. This creates
the nontrivial problem of organizing all components for easy definition,
saving, retrieval and modification of the models. In order to solve it, the
idea of simulation was extended beyond the level of individual plants
to an entire laboratory in botany [98]. Thus, a user can create and
conduct experiments in a virtual laboratory by applying intuitive con-
cepts and techniques from the “real” world. As an operating system
defines the way a user perceives a computing environment, the virtual
laboratory determines a user’s perception of the environment in which
simulated experiments take place. In the future, a virtual laboratory
may complement, extend, or even replace books as a means for gather-
ing and presenting scientific information. Because of this potential, the
laboratory in which the research reported in this book was produced is
described here in more detail.

A.1 A virtual laboratory in botany

A virtual laboratory, like its “real” counterpart, is a playground for ex- User’s
perspectiveperimentation. It comes with a set of objects pertinent to its scientific

domain (in this case, plant models), tools which operate on these ob-
jects, a reference book and a notebook. Once the concepts and tools are
understood, the user can expand the laboratory by adding new objects,
creating new experiments, and recording descriptions in the notebook.
An experienced user can expand the laboratory further by creating and
installing new tools.
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Technically, a virtual laboratory is a microworld which can be ex-Laboratory =
microworld +
hypertext

plored under the guidance of a hypertext system. The term “microworld”
denotes an interactive environment for creating and conducting simu-
lated experiments. The guidance could be provided in the form of a
traditional book, but an electronic document is more suitable for inte-
gration with a microworld. In a sense, both components of the virtual
laboratory are described by Nelson in Dream Machines [104]. The pi-
oneering role of this book in introducing the concept of hypertext is
known, but under the heading The Mind’s Eye the notion of a mi-
croworld is also anticipated:

Suppose that you have a computer.
What sorts of things would you do with it?
Things that are imaginative

and don’t require too much else.
I am hinting at something.
You could have it make pictures and show you stuff
and change what it shows depending on what you do.

A virtual laboratory can be divided into two components: the ap-Requirements
plication programs, data files and textual descriptions that comprise
the experiments; and the system support that provides the framework
on which these domain-dependent experiments are built. The following
list specifies the features of this framework.

• Consistent organization of the lab. In the lab environment,
experiments are run by applying tools (programs) to objects (data
files). An object consists of files that are grouped together so
that they can be retrieved easily. The format of the objects is
sufficiently standardized to allow straightforward implementation
of common operations such as object saving and deletion.

• Inheritance of features. It is often the case that several ob-
jects differ only in details. For example, two lilac inflorescences
may differ only in the color of their petals. The mechanism of
inheritance is employed to store such objects efficiently.

• Version control. Interaction with an object during experimen-
tation may result in a temporary or permanent modification. In
the latter case, the user is able to decide whether the newly cre-
ated object replaces the old one or should be stored as another
version of the original object.

• Interactive manipulation of objects. The laboratory pro-
vides a set of general-purpose tools for manipulating object pa-
rameters. For example, objects can be modified using control
panels or by editing specific fields in a textual description of an
experiment.
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• Flexibility in conducting experiments. The user may apply
tools to objects in a dynamic way while an experiment is being
conducted. This can be contrasted to a static experiment de-
signed when the object is initially incorporated into the system.

• Guidance through the laboratory. A hypertext system im-
poses a logical organization on the set of objects, provides a
textual description of the experiments, and makes it possible to
browse through the experiments in many ways. Specific experi-
ments are invoked automatically when the corresponding text is
selected, in order to facilitate demonstrations and assist a novice
user.

So far, objects have been referred to in an intuitive way, relying Objects
on the analogy between a real and virtual laboratory. For example, if
our interest is in the development of the gametophyte Microsorium lin-
guaeforme, in a real laboratory we would experiment with a specimen
of the plant, while in a virtual laboratory we explore the corresponding
mathematical model. However, the analogy to real objects does not ex-
tend to the level of detailed object definition. Specific design decisions
are needed for software development purposes. In the current design, a
laboratory object is defined as a directory containing two types of files
and a subdirectory.

• The data files comprise our knowledge of a particular model.

• A specification file defines the data files which make up the object
and the tools which apply to them.

• A directory of extensions lists objects which inherit some features
of the current object.

The object-oriented file structure which provides the basis for lab op-
eration can be represented by a hierarchy of directories and files (Fig-
ure A.1).

The path of subdirectories leading to an object establishes the in- Inheritance of
featuresheritance structure for the lab. Inheritance is based on the idea of

specifying new objects in reference to objects which already exist [81].
The “old” object is called a prototype and the new one is its extension.
The extension contains only those files which are different from the
corresponding files in the prototype. Files that remain the same are
delegated to the prototype by establishing links. In other words, the
object directory will contain those files that are unique to the object,
and links to files that are inherited from its prototype (Figure A.2).
This approach saves space, facilitates creation of objects similar to the
prototype, and allows a single change in the prototype to propagate
through all descendents.
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Figure A.1: The hierarchical structure of objects

Figure A.2: A prototype and its extension. Shaded areas indicate links.
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Figure A.3: An object icon with menus

To conduct an experiment, all files that make up the selected object Version control
are copied to a temporary location called the lab table. Consequently,
manipulation of object parameters does not disturb the stored version.
When the experiment is finished, the user may save the results by
overwriting the original object or by creating an extension. In the
latter case, the files on the lab table are compared with those in the
prototype object; those files that differ from the prototype are saved,
and links to the remaining files are established automatically.

The ability to manipulate the parameters in an experiment easily is Object
manipulationan essential feature of the virtual laboratory. As a rule, all parameters

involved in an experiment are supplied to the tools through the object’s
data files. In order to modify a parameter, the user edits the appropri-
ate file, which is subsequently re-read by the application. Though the
editing of parameters can be accomplished using a text editor, in many
cases parameter modification can be performed more conveniently using
virtual control panels [114]. The current implementation of the labora-
tory provides the user with a general-purpose control manager which
creates panels according to user-supplied configuration files.

The user is able to apply a tool to an object as a whole, without Tool
applicationdetailed knowledge of the programs involved or the component files.

This is achieved through the object’s specification file which lists all
files associated with an object and the tools that can be applied to
them. This information is used to create a hierarchy of menus associ-
ated with an icon representing the object (Figure A.3). The end nodes
in the hierarchy invoke tools that operate on the object. For example,
selection of the item image followed by the item generate from the
menus in the figure would invoke the plant modeling program Pfg.

A user may browse through the objects in the lab by following either Browsing
the hierarchical structure of objects or hypertext links. The browser is
used to navigate through the hierarchy, moving down through succes-
sive extensions or up through previous levels. At any time, the user
may request that an object be placed on the lab table. The hypertext
document associated with the lab provides an alternative method of
browsing and a means of relating objects independent of the hierarchy.
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A.2 List of laboratory programs

The essential programs incorporated into the virtual laboratory in botany
are listed below.

• Plant and fractal generator (Pfg)
P. Prusinkiewicz and J. Hanan
Given an L-system, a set of viewing parameters and optional files
specifying predefined surfaces, Pfg generates the modeled struc-
ture by carrying out the derivation, then interpreting the resulting
string using turtle geometry. Both non-parametric and paramet-
ric L-systems are supported. The model can be visualized directly
on the screen of an IRIS workstation or output to a file. The first
mode of operation is used to experiment with the model interac-
tively and present developmental sequences. The output file can
be either in Postscript format, particularly suitable for printing
results such as fractal curves and inflorescence diagrams on a laser
printer, or in the format required by the ray-tracer Rayshade for
realistic rendering of the modeled structures.

• Modeling program for phyllotactic patterns (Spiral)
D. R. Fowler
Spiral is an interactive program for modeling organs with spiral
phyllotactic patterns. The user can choose between planar and
cylindrical patterns, and modify parameters which define model
geometry (Chapter 4). This technique is faster than “growing”
organs using parametric L-systems. Once an organ has been de-
signed, it can be expressed using an L-system and incorporated
into a plant structure.

• Interactive surface editor (Ise)
J. Hanan
Ise makes it possible to define and modify bicubic surfaces con-
sisting of one or several arbitrarily connected patches. The output
files produced by Ise are compatible with Pfg and Spiral.

• Modeling program for cellular structures (Mapl)
F. D. Fracchia
Mapl accepts the specification of a two-dimensional cell layer cap-
tured by a map L-system and generates the resulting developmen-
tal sequence using the dynamic method of map interpretation.
Options include map generation on the surface of a sphere, and
the simulation of development in three dimensions according to
a given cellwork L-system. As in the case of Pfg, the models can
be visualized directly on the screen or output to a file in either
Postscript or Rayshade format.
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• Control panel manager (Panel)
L. Mercer and A. Snider
This program creates control panels containing sliders and but-
tons, according to a configuration file provided by the user. Upon
activation of a control by the mouse, Panel generates a message
which indicates the corresponding control value. Application pro-
grams process this information and modify the appropriate pa-
rameters. For example, a panel can be used to control parameters
used by Pfg, Spiral, or Mapl.

• Ray tracer (Rayshade)
C. Kolb, Yale University

Rayshade reads a scene description from a text file, and renders it
using ray tracing. Scenes can be composed of primitives such as
planes, triangles, polygons, spheres, cylinders, cones and height
fields, grouped together to form objects. These objects can be
instantiated in other object definitions to create a hierarchical
description of a scene. Transformations including translation, ro-
tation and scaling, and a variety of procedural textures can be ap-
plied to any object. Extended light sources, simulation of depth
of field, and adaptive supersampling are supported. The program
uses 3D grids to partition object space for fast intersection tests.

• Previewer for the ray tracer (Preray)
A. Snider
Preray is a previewer for Rayshade used to provide a fast wire
frame rendering of a scene before committing time to ray tracing.
A control panel associated with Preray makes it possible to set
viewing parameters interactively.

• Modeling program based on Euclidean constructions (L.E.G.O.)
N. Fuller
L.E.G.O. makes it possible to model two- and three-dimensional
objects using geometric constructions. In the scope of this book,
L.E.G.O. was used to model man-made objects such as the Zinnia
vase and the Water-lilies bridge.

• Iterated function system generator (Ifsg)
D. Hepting

A fractal defined by an iterated function system is described by
a finite set of contractive affine transformations with an optional
finite state control mechanism. Ifsg accepts input from a file spec-
ifying the transformations and rendering information. The pro-
gram is capable of rendering by either attracting, distance-based
or escape-time methods. The output can be displayed directly
on an IRIS workstation or written to a file for further processing.
In the scope of this book, Ifsg was used to obtain results which
related plant models expressed using L-systems to fractals.
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Figure A.4: A virtual laboratory screen

Figure A.4 presents a sample screen of a Silicon Graphics IRIS 4D/60
workstation running some of the above programs within the virtual
laboratory framework. The icon in the top right corner represents the
laboratory browser which was used to select a sunflower plant as the
current object. The icon underneath and the associated menu were
subsequently applied to select tools which operate on the object. The
control panel in the bottom right corner of the screen is a part of the
surface editor Ise. The manipulated petal is displayed as a wire frame
in the window labeled Ise, and incorporated into a flower head by the
modeling program Spiral which presents its output in the window sun-
flower. The flower heads are in turn incorporated into a complete plant
model generated by Pfg and rendered using Rayshade in the window
plant.rle. The panel below that window makes it possible to choose
organs included in the model and change parameters related to the
angles of the branching structure. The metaphor of a virtual labora-
tory provides a uniform interface to various operations on the selected
plant, ranging from the modification of a petal to the rendering of the
complete model.



Appendix B

About the figures

The following descriptions of the color images include details about the
pictures not described in the main text. Unless otherwise stated, figures
were created at the University of Regina.

Figure 1.19 [page 20] Three-dimensional Hilbert curve
F. D. Fracchia, P. Prusinkiewicz, N. Fuller
(1989)

This image was rendered using ray-tracing without shadows.

Figure 1.25 [page 26] Three-dimensional bush
P. Prusinkiewicz (1986)

Simple branching structure, rendered using the firmware of a Sil-
icon Graphics IRIS workstation. Total generating and rendering
time on IRIS 4D/20: 4 seconds.

Figure 1.28 [page 29] Flower field
P. Prusinkiewicz (1986)

The field contains four rows of four plants. The scene was ren-
dered with IRIS firmware, using depth-cueing to assign colors to
petals.

Figure 1.35 [page 45] Developmental stages of Anabaena catenula
J. Hanan, P. Prusinkiewicz (1989)

Figure 2.1 [page 52] Organic architecture
Ned Greene, NYIT (1989)
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An array of 300 x 300 x 300 voxel space automata was used to
track a polygonal model of a house. Rendering was performed
using a probabilistic radiosity method. See [54] for a full descrip-
tion.

Figure 2.3 [page 54] Acer graphics
Jules Bloomenthal, NYIT (1984)

A model of a maple tree. The basic branching structure was gen-
erated recursively. Limbs were modeled as generalized cylinders,
obtained by moving discs of varying radii along spline curves.
Real bark texture was digitized and used as a bump map. Leaf
texture was obtained by digitizing a photograph of a real leaf and
emphasizing the veins using a paint program. See [11] for details.

Figure 2.4 [page 54] Forest scene
Bill Reeves, Pixar (1984)

A scene from the film The Adventures of André and Wally B,
modeled using particle systems. Shading and shadows were ap-
proximated using probabilistic techniques. Visible surfaces were
determined using depth-sorting. See [119] for a full description.

Figure 2.5 [page 55] Oil palm tree canopy
CIRAD Modelisation Laboratory (1990)

A developmental model of oil palm trees, modeled using the
method originated by de Reffye and described from the graph-
ics perspective in [30].

Figure 2.10 [page 61] Medicine lake
F. K. Musgrave, C. E. Kolb, P. Prusinkiewicz,
B. B. Mandelbrot (1988)

A scene combining a fractal terrain model, a tree generated us-
ing L-systems, and a rainbow. The rainbow model was derived
from a simulation of refraction with dispersion of light through
an idealized raindrop. Procedural textures were applied to the
mountains, the water surface and a vertical plane modeling the
sky. See [101] for further details.

Figure 2.11 [page 62] Surrealistic elevator
A. Snider, P. Prusinkiewicz, N. Fuller (1989)

The elevator was modeled using L.E.G.O. The island is a su-
perquadratic surface. Procedural textures were applied to create
stars in the sky, craters on the moon, colored layers in the rock,
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waves in the lake and imperfections in the glass that covers the
elevator.

Figure 3.2 [page 69] Crocuses
J. Hanan, D. R. Fowler (1990)

The petals were modeled as Bézier surfaces, with the shapes de-
termined using Ise.

Figure 3.4 [page 72] Lily-of-the-valley
P. Prusinkiewicz, J. Hanan (1987)

Figure 3.5 [page 74] Development of Capsella bursa-pastoris
P. Prusinkiewicz, A. Lindenmayer (1987)

Figure 3.6 [page 75] Apple twig
P. Prusinkiewicz, D. R. Fowler (1990)

This twig model was developed in one spring day, looking at a
real twig nearby. This time is indicative for most inflorescence
models shown.

Figure 3.11 [page 81] A mint
P. Prusinkiewicz (1988)

Figure 3.14 [page 84] Development of Lychnis coronaria
P. Prusinkiewicz, J. Hanan (1987)

Figure 3.17 [page 90] Development of Mycelis muralis
P. Prusinkiewicz, A. Lindenmayer (1987)

Figure 3.18 [page 91] A three-dimensional rendering of the Mycelis
models
P. Prusinkiewicz, J. Hanan (1987)

All internodes in the model are assumed to have the same length.
In reality, the internodes have different lengths, and the structure
is less crowded.

Figure 3.19 [page 92] Lilac inflorescences
P. Prusinkiewicz, J. Hanan, D. R. Fowler
(1990)
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Figure 3.21 [page 94] The Garden of L
P. Prusinkiewicz, F. D. Fracchia, J. Hanan,
D. R. Fowler (1988)

All plants were modeled with L-systems and rendered using the
IRIS firmware. Images corresponding to different viewing planes
(the background lilac twigs, the apple twig and the daisies) were
defocused separately using low-pass filters to simulate the depth
of field, then composited with a focused image of lilac inflores-
cences. The sky was generated using a fractal algorithm.

Figure 3.23 [page 96] Wild carrot
P. Prusinkiewicz (1988)

Figure 4.3 [page 102] Close-up of a daisy capitulum
D. R. Fowler (1988)

The petals and florets were modeled as Bézier surfaces.

Figure 4.4 [page 102] Domestic sunflower head
D. R. Fowler, P. Prusinkiewicz (1989)

Figure 4.5 [page 105] Sunflower field
D. R. Fowler, N. Fuller, J. Hanan, A. Snider
(1990)

This image contains approximately 400 plants, each with 15 flow-
ers. A flower has 21 petals and 300 seeds, modeled using 600 tri-
angles and 400 triangles respectively. Counting leaves and buds,
the entire scene contains about 800,000,000 triangles. The image
was ray-traced with adaptive supersampling on a grid of 1024 x
768 pixels using 45 hours of CPU time on a MIPS M-120 com-
puter.

Figure 4.6 [page 106] Zinnias
D. R. Fowler, P. Prusinkiewicz, J. Hanan,
N. Fuller (1990)

The vase was modeled using L.E.G.O. and rendered with a pro-
cedural texture. The scene was illuminated by one extended light
source.
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Figure 4.7 [page 106] Close-up of zinnias
D. R. Fowler, P. Prusinkiewicz, A. Snider
(1990)

This scene was rendered using distributed ray-tracing to simu-
late the depth field.

Figure 4.8 [page 108] Water-lily
D. R. Fowler, J. Hanan (1990)

Figure 4.9 [page 108] Lily pond
D. R. Fowler, J. Hanan, P. Prusinkiewicz,
N. Fuller (1990)

The wavelets on the water surface were obtained using bump-
mapping with a procedurally defined texture.

Figure 4.10 [page 109] Roses
D. R. Fowler, J. Hanan, P. Prusinkiewicz
(1990)

Distributed ray-tracing with one extended light source was used
to simulate depth of field and create fuzzy shadows.

Figure 4.11 [page 111] Parastichies on a cylinder
D. R. Fowler (1990)

Figure 4.15 [page 116] Pineapples
D. R. Fowler, A. Snider (1990)

The image incorporates a physically-based model of a tablecloth
approximated as an array of masses connected by springs and
placed in a gravitational field. The scene is illuminated by three
extended light sources.

Figure 4.16 [page 117] Spruce cones
D. R. Fowler, J. Hanan (1990)

Figure 4.17 [page 117] Carex laevigata
J. Hanan, P. Prusinkiewicz (1989)

The entire plant, including the leaves, was modeled using para-
metric L-systems.
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Figure 5.2 [page 121] Maraldi figure
Ned Greene, NYIT (1984)

The shapes of leaves, calyxes and petals were defined using a paint
program, by interpreting gray levels as height. Painted textures
were mapped onto the surfaces of leaves and calyxes. Smooth
gradation of color across the petals was obtained by assigning
colors to the vertices of the polygon meshes representing flowers,
then interpolating colors across polygons using Gouraud shading.
The vines were rendered with bump-mapping, using a digitized
image of real bark.

Figure 5.3 [page 121] The fern
P. Prusinkiewicz (1986)

Figure 5.7 [page 125] A rose in a vase
D. R. Fowler, J. Hanan, P. Prusinkiewicz
(1990)

Petals and thorns are Bézier surfaces incorporated into a rose
model expressed using L-systems. The vase was modeled as a
surface of revolution.

Figure 6.3 [page 141] Development of Anabaena catenula
P. Prusinkiewicz, F. D. Fracchia (1989)

Each developmental stage is plotted in one scan line.

Figure 7.13 [page 161] Simulated development of Microsorium
linguaeforme
F. D. Fracchia, P. Prusinkiewicz,
M. J. M. de Boer (1989)

Cells are represented as polygons, rendered using the IRIS firmware.
The development can be visualized directly on the screen of an
IRIS 4D/20 workstation without resorting to single-frame anima-
tion techniques.

Figure 7.14 [page 161] Microphotograph of Microsorium linguaeforme
M. J. M. de Boer, University of Utrecht

Figure 7.16 [page 163] Simulated development of Dryopteris
thelypteris
F. D. Fracchia, P. Prusinkiewicz,
M. J. M. de Boer (1989)
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Figure 7.19 [page 169] Developmental sequence of Patella vulgata
F. D. Fracchia, A. Lindenmayer,
M. J. M. de Boer (1989)

Cells are represented as spheres. Intersections of spheres inside
the modeled embryo are ignored, since they do not affect the
ray-traced images.

Figure 7.20 [page 169] An electron microscope image of Patella
vulgata
W. J. Dictus, University of Utrecht

Figure 8.4 [page 180] Fern dune
P. Prusinkiewicz, D. Hepting (1989)

The shape of the leaf has been captured using a controlled iter-
ated function system. A continuous escape-time function defines
point altitudes, resulting in a surrealistic incorporation of a leaf
into the landscape.

Figure 8.9 [page 186] Carrot leaf
D. Hepting, P. Prusinkiewicz (1989)

The leaf shape has been modeled using a controlled iterated func-
tion system. The scene consists of a set of spheres, with the radius
equal to the distance to the leaf. The image was rendered using
ray-tracing.

Figure E.1 [page 191] Water-lilies
D. R. Fowler, J. Hanan, P. Prusinkiewicz,
N. Fuller (1990)

A scene inspired by Water-lilies pool - Harmony in green by
Claude Monet (1899). All trees and water-lilies were modeled us-
ing L-systems. The willow twigs bend downwards due to a strong
tropism effect, simulating gravity. The bridge was modeled using
L.E.G.O. The sky is a sphere with a procedural texture. The
entire scene was ray-traced, then the resulting image was repre-
sented as a set of small circles, with the colors close but not equal
to the average of pixel colors underneath. This last operation was
aimed at creating the appearance of an impressionistic painting.

Figure A.4 [page 200] Virtual lab
L. Mercer, D. R. Fowler (1990)





Turtle interpretation of
symbols

Symbol Interpretation Page

F Move forward and draw a line. 7, 46

f Move forward without drawing a line. 7, 46

+ Turn left. 7, 19, 46

− Turn right. 7, 19

∧ Pitch up. 19, 46

& Pitch down. 19, 46

\ Roll left. 19, 46

/ Roll right. 19, 46

| Turn around. 19, 46

$ Rotate the turtle to vertical. 57

[ Start a branch. 24

] Complete a branch. 24

{ Start a polygon. 120, 127

G Move forward and draw a line. Do not record a vertex. 122

. Record a vertex in the current polygon. 122, 127

} Complete a polygon. 120, 127

∼ Incorporate a predefined surface. 119

! Decrement the diameter of segments. 26, 57
′ Increment the current color index. 26

% Cut off the remainder of the branch. 73
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control graph 182
crocus 68
curve

dragon 11
E-curve 12
FASS 12
Gosper 12
Hilbert 16, 21
Koch island 7
Peano 17
pure 16
Sierpiński 11
snowflake 1
space-filling 12
SquaRecurve 14

cyme 82
closed 85
double 83
open 82
simple 82

data base amplification 63
da Vinci’s postulate 57
delay mechanism 66
derivation 4, 42, 135, 147, 171

225
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derivation (continued)
direct 4
length 4
stochastic 28

developmental sequence 4
developmental switch 65
dibotryoid 76

closed 79
open 76

direction vector 13
divergence angle 52, 100, 109
Dryopteris thelypteris 162

edge 168
directed 146
neutral 146

embryo 166
encyclic number 110
entry point 13
entry vector 13
Euler method 153
exit point 13
exit vector 13
expression 41

fern 120
Fibonacci

angle 99
number 99, 102
series 37

florigen 76
flower head 96
flowering sequence

acropetal 73, 78
basipetal 75, 78, 87

fractal 6

gametophyte 153
generative helix 109
generator 1
golden mean 99
grammar 2
growth

exponential 36, 142
linear 140
polynomial 37, 143
sigmoidal 38, 39
square-root 38

growth function 36, 140
growth potential 88, 123

heading 6
heading vector 119
heterocyst 44
Hooke’s law 151, 172

IFS 177
controlled 182

inference 11
inflorescence 71
initiator 1
interaction 65
internode 21

Koch construction 1, 7

L-system 2
1L 30
2L 30
bracketed 24
cellwork 168
complete 64
context-sensitive 30
deterministic 4
DOL 4
IL 30
map 146
mBPCOL 168
mBPMOL 146, 168
OL 4
parametric 41
partial 64
pseudo 18
scheme 64
stochastic 28, 66
string 4
table 66
timed 135
tree 23

leaf
compound 128, 142
cordate 122
simple 123

letter 3
timed 135

letter occurrence 28
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lifetime 135
lilac 93
lily-of-the-valley 73, 127
lineage 65
Lychnis coronaria 83

map 145
map interpretation

center of gravity 150
dynamic 151, 172
wall subdivision 150

marker 147, 170
matching 147

Microsorium linguaeforme 153
microworld 187
mint 79
module 41, 134
Mycelis muralis 87

Newton’s law 152
nitrogen compound 44

object 189
offset 148
order of continuity 141
osmotic pressure 151, 173

panicle 86
parameter 41
parastichy 102

order 110
Pascal triangle 38
Patella vulgata 166
periclinal ratio 166
phase effect 63, 73
phyllotaxis 99

cylindrical 109
planar 100

pineapple 116
plastochron 65
predecessor 4, 42, 147
production 1

edge 146, 168
identity 4
inconsistent 171
probabilistic 28
string 4
tree 23

raceme 71
closed 75
compound 76, 81
open 71

recursive formula 15
region 145
rewriting 1

edge 11, 46
node 13, 47

root node 21
rose 106, 126

segment 154
basal 159

signal 31, 67
acropetal 76, 88
basipetal 88

spadix 96
spike 95
spruce cone 116
statement

#define 44
#ignore 32
#include 44

step size 6
string 3

bracketed 24
subapical growth 26
subfigure 13
successor 4, 42, 147

terminal node 21
thallus 154
thyrsus 85
tile 12
total elapsed time 136
tree

axial 21
rooted 21

tribotryoid 81
tropism vector 58
turtle interpretation 6, 18, 26,

46, 57, 73, 119, 120, 122,
127

umbel 95
Umbelliferae 128
up vector 119
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virtual laboratory 187
voxel space 51

wall 150, 168
anticlinal 155
periclinal 155
tension 151, 173

water-lily 106
wild carrot 95, 131
word 3

parametric 41
timed 135

zinnia 106


